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Abstract

Defeasible reasoning is a computationally simple nonmonotonic reasoning approach that has attracted significant theoretical and practical attention. It comprises a family of logics that capture different intuitions, among them ambiguity propagation versus ambiguity blocking, and the adoption or rejection of team defeat. This paper provides a compact presentation of the defeasible logic variants, and derives an Inclusion Theorem which shows that different notions of provability in defeasible logic form a chain of levels of proof.

1 Introduction

Nonmonotonic reasoning provides techniques for reasoning with incomplete information. Typically this is done by "filling the gaps" in the available certain information by making some kind of plausible (or desirable) assumptions. Classical nonmonotonic reasoning methods include default logic [42], circumscription [34], autoepistemic logic [35] and nonmonotonic inference relations [28, 33].

Nute proposed a simple, rule-based nonmonotonic approach, defeasible logic [37], where a conclusion supported by a rule might be overturned by the effect of another rule. Roughly, a proposition $p$ can be defeasibly proved only when a rule supports it, and it has been demonstrated that no applicable rule supports $\lnot p$. These logics also have a monotonic reasoning component, and a priority relation on rules to resolve certain conflicts among rules. One advantage of these logics is that the cost of computing with them is low [30], in contrast to most nonmonotonic logics.

Defeasible logics have recently attracted considerable interest. Theoretically, they have been studied deeply in terms of proof theory [2], semantics [19, 31], and its relation to logic programming [3, 5]. In addition, the use of defeasible logics and related approaches in various application domains has been advocated, including the modelling of regulations and business rules [24], modelling of contracts [41, 17], legal reasoning [38, 20], agent negotiations [13] and
agent modelling [21]. Also, rule systems based on defeasible logic play an important role in the development of the rule layer of the semantic web [8, 1].

In monotonic logics, there is generally a consensus about what constitutes a semantic consequence. Thus, monotonic reasoning systems are compared in terms of their respective expressive power and computational complexity. In contrast, nonmonotonic logics seek to fill gaps in the certain knowledge, and there are various, often clashing intuitions about what constitutes a sensible consequence, even on the basis of the same knowledge base. As an instantiation of this general phenomenon, various notions of provability have been proposed for defeasible reasoning, capturing various levels of proof (definite and defeasible provability), as well as different intuitions. The latter include the propagation or blocking of ambiguity, and the adoption or rejection of team defeat. Although we focus on defeasible logics in this paper, these issues play a role in broader terms in the field of nonmonotonic reasoning [25, 26].

At the technical level, the main contribution of this paper is a comparative study of the relative strength of different notions of inference within the framework of defeasible logics. But based on the previous discussion, this work can also be regarded as indicative of the way nonmonotonic systems can be compared, and is thus of more general interest. For example, it has been stated in the literature that ambiguity propagating behaviour results in fewer conclusions being drawn. Our main result demonstrates this formally in the context of defeasible logics.

The paper is organised as follows. We will first introduce an abstract modular construction of the proof theory of defeasible logic in Section 2. This construction will be further explained in Section 3, where concrete instances of variants of Defeasible Logic will be defined to capture various intuitions. Section 4 contains a number of properties shared by the defeasible logic variants. The main technical result of this paper is an Inclusion Theorem which shows that the different types of provability introduced form a chain of increasing strength. This result is presented and discussed in Section 5 and its proof is found in an Appendix.

Throughout this paper, we focus on finite propositional theories, as is common in nonmonotonic reasoning. A predicate form of defeasible logics is outlined in [32], but to treat such theories requires complications of the proof theory that distract from the inclusion properties we wish to investigate. Furthermore, by restricting our attention to finite theories we are able to give constructive proofs of the inclusions.

2 Abstract Defeasible Logics

2.1 Syntax

A defeasible theory $D$ is a triple $(F,R,>)$ where $F$ is a finite set of literals (called facts), $R$ a finite set of rules, and $>$ a superiority relation on $R$. In expressing the proof theory we consider only propositional rules. Rules containing free variables are interpreted as the set of their variable-free instances (with respect to a finite Herbrand universe).

Formally, a rule has three parts: a finite set (possibly empty) of literals on the left, an arrow in the middle, and a literal on the right. The set of literals on the left of the arrow of a rule $r$ is called the antecedent of the rule, $A(r)$, and the literal on the right of the arrow is called the consequent of the rule, $c(r)$. When the antecedent of a rule is just a singleton set, say $\{a\}$, we usually omit the set braces around $a$. The set of consequents of a set of rules $S$ is denote by $c(S) = \{c(r) : r \in S\}$.

There are three kinds of rules: Rules which contain the strict arrow $\rightarrow$ are called strict rules and are interpreted in the classical sense: whenever the premises are indisputable (e.g. facts)
then so is the conclusion. An example of a strict rule is “Emus are birds”. Written formally:  
\[ \text{emu}(X) \rightarrow \text{bird}(X) \]  

Rules which contain the plausible arrow \( \Rightarrow \) are called defeasible rules, and can be defeated by contrary evidence. An example of such a rule is \( \text{bird}(X) \Rightarrow \text{flies}(X) \) which reads as follows: “Birds typically fly”.

Rules which contain the arrow \( \sim \) are called defeaters, and are used to prevent some conclusions. In other words, they are used to defeat some defeasible rules by producing evidence to the contrary. An example is the rule \( \text{heavy}(X) \sim \neg \text{flies}(X) \) which reads as follows: “If an animal is heavy then it may not be able to fly”. The main point is that the information that an animal is heavy is not sufficient evidence to conclude that it doesn’t fly. It is only evidence that the animal may not be able to fly.

Given a set \( R \) of rules, we denote the set of all strict rules in \( R \) by \( R_s \), the set of strict and defeasible rules in \( R \) by \( R_{sd} \), and the set of defeasible rules in \( R \) by \( R_d \), and the set of defeaters in \( R \) by \( R_df \). \( R[q] \) denotes the set of rules in \( R \) with consequent \( q \).

A superiority relation on \( R \) is an acyclic relation \( > \) on \( R \) (that is, the transitive closure of \( > \) is irreflexive). When \( r_1 > r_2 \), then \( r_1 \) is called superior to \( r_2 \), and \( r_2 \) inferior to \( r_1 \). This expresses that \( r_1 \) may override \( r_2 \).

When \( > \) is applied to rules with free variables \( r_1 > r_2 \), this is interpreted as: every instance of \( r_1 \) is superior to every instance of \( r_2 \). Because, as we will see, the superiority relation is only used when it compares a literal and its negation, in general only a small portion of these superiority statements are significant.

### 2.2 Proof Theory

In the following \( \sim p \) denotes the complement of \( p \), that is, \( \sim p \) is \( \neg p \) if \( p \) is an atom, and \( \sim p \) is \( q \) if \( p \) is \( \neg q \).

Provability is based on the concept of a derivation (or proof) in \( D = (F,R,>) \). A derivation is a finite sequence \( P = (P(1),\ldots,P(n)) \) of tagged literals. A tagged literal consists of a sign (\( + \) denotes provability, \( - \) finite failure to prove), a tag and a literal.

The tags are not part of the object language; intuitively, they indicate the “strength” of the conclusions they are attached to, and correspond to different classes of derivations. Initially we will consider two tags: \( \Delta \) denotes definite provability based on monotonic proofs, and \( df \) defeasible provability based on non-monotonic proofs.

The interpretation of the proof tags is as follows:

- \( +\Delta q \): there is a definite derivation of \( q \) (i.e., a derivation using only strict rules and facts);
- \( -\Delta q \): it is not possible to obtain a definite derivation of \( q \) (and this can be proved);
- \( +df q \): there is a defeasible (non-monotonic) derivation of \( q \);
- \( -df q \): it is not possible to obtain a defeasible (non-monotonic) derivation of \( q \) (and this can be proved).

It is well known that there are different and sometimes incompatible intuitions behind what counts as a non-monotonic derivation. We will present a modular proof theory for defeasible logic and we will show how to modify some parameters to accommodate the above intuitions.

For a sequence of tagged literals to be a proof, it must satisfy certain conditions (\( P(1..i) \) denotes the initial part of the sequence \( P \) of length \( i \)):
+Δ) If \( P(i+1) = +Δq \) then either
   1) \( q \in F \); or
   2) \( \exists r \in R_s[q] \forall a \in A(r), +Δa \in P[1..i] \).

That means, to prove \(+Δq\) we need to establish a proof for \( q \) using facts and strict rules only. This is a deduction in the classical sense – no proofs for the negation of \( q \) need to be considered. Thus it is a monotonic proof.

−Δ) If \( P(i+1) = −Δq \) then
   1) \( q \notin F \), and
   2) \( \forall r \in R_s[q] \exists a \in A(r), −Δa \in P[1..i] \).

To prove \( −Δq \), i.e. that \( q \) is not definitely provable, \( q \) must not be a fact. In addition, we need to establish that every strict rule with head \( q \) is known to be inapplicable. Thus for every such rule \( r \) there must be at least one antecedent \( a \) for which we have established that \( a \) is not definitely provable (\( −Δa \)).

The conditions to establish a non-monotonic proof have a structure similar to arguments, where we have three phases.

1. In the first phase we have to put forward an argument for the conclusion we want to prove;
2. in the second phase (the attack phase in argumentation terms) we have to consider all possible arguments against the thesis (counter-arguments);
3. in the third and last phase we rebut the counter-arguments. To rebut an argument we have two options:
   (a) we can show that the argument is not founded, i.e., some of the premises do not hold, or
   (b) we can defeat the argument by providing a stronger counterargument.

In defeasible logic this is formalised as follows:

+df) If \( P(i+1) = +df \ q \) then either
   1) \( +Δq \in P[1..i] \); or
   2) The following three conditions all hold.
      1) \( −Δ\sim q \in P[1..i] \), and
      2) there is an applicable strict or defeasible rule for \( q \), and
      3) every rule for \( \sim q \) is either
         1) unsupported or
         2) defeated.

Condition (1) says that every monotonic proof is also a non-monotonic proof. Condition (2.1) ensures that we cannot derive a conclusion non-monotonically while its negation is monotonically provable. For condition (2.2), a rule is applicable if it is either a strict or defeasible rule whose head is the conclusion we want to prove and all the literals in the antecedent are provable (in the rest of the paper we will discuss various degrees of provability, each of them corresponding to a different intuition). Clause (2.3) considers the possible counter-arguments, i.e., rules for the negation of the conclusion\(^1\). For a literal \( q \) to be derivable, each such counter-argument

\(^1\)Note that defeaters cannot be used to establish a positive conclusion (2.2). On the other hand, they are considered as possible counter-arguments in (2.3), so they may prevent a conclusion from being drawn. This treatment captures the intuitive interpretation of defeaters given in Subsection 2.1
must be either unsupported or defeated. A rule is unsupported if it is not possible to give a (valid) justification for at least one of the premises of the rule. The degree of provability of the conclusion we want to obtain determines the meaning of valid justification for a premise. This could vary from a derivation for the premise to a simple chain of rules leading to it. Finally a rule is defeated if there is an applicable rule stronger than it.

The definition of the proof theory of Defeasible Logic is completed by the condition $-df$.

If $P(i + 1) = -df q$ then

1) $-\Delta q \in P[1..i]$, and
2) either
   1) $+\Delta \sim q \in P[1..i]$, or
   2) every strict or defeasible rule for $q$ is discarded or
   3) there is a rule for $\sim q$ such that
      2) the rule is supported and
      3) the rule is not defeated.

To show that it is not possible to have a defeasible derivation of a literal, first of all we have to ensure that it is not possible to have a definite derivation of it, condition (1). In addition of the following situation should be the case: There is a definite derivation of the complement (2.1); alternatively we have to look for the possible reasons to justify the conclusion. In Defeasible Logic a reason for a conclusion is just a strict or defeasible rule for it. Thus, to show we cannot derive the conclusion we have to show that for each rule, (2.2) we cannot fire it –i.e., the rule is discarded, meaning that we can show that at least one of the premises of the rule cannot be defeasibly provable– or that there is an at least equally strong argument for the complement of the conclusion we want to prove (2.3). This happens if there is a rule for the complement for which we can give a (valid) justification for every premises of it, i.e., the rule is supported, (2.3.2) and the rule is not defeated (2.3.3).

Notice that the condition $-df$ is nothing more than a strong negation of the condition $+df$ [4]. The strong negation of a formula is closely related to the function that simplifies a formula by moving all negations to an innermost position in the resulting formula and replace the positive tags with the respective negative tags and viceversa.

In the next section we briefly discuss some intuitions of non-monotonic reasoning and, based on the above structures, we present formal definitions of the conditions on proof corresponding to the various intuitions. The Defeasible Logic variants we are going to discuss in the next section –each capturing a different intuition– are instance of the abstract Defeasible logic presented here. The various instances are obtained by varying the concrete definitions of applicable, discarded, supported, unsupported and defeated. Since these notions are used in the concrete instances of $+df$ and $-df$, applicable and discarded are the strong negation of each other and so are supported and unsupported.

For a defeasible theory $D$, any tag $d$ and any literal $q$ we write $D \vdash +dq$ iff $+dq$ appears in a derivation in $D$ and write $+d(D)$ to denote $\{q \mid D \vdash +dq\}$, and similarly for $-d$.

3 Variants of Defeasible Logic

Here we show how to instantiate the abstract proof theory of Section 2 with some concrete variants of defeasible logic.
3.1 Ambiguity Blocking vs Ambiguity Propagation

Intuitively, a literal is *ambiguous* if there is a (monotonic) chain of reasoning that supports a conclusion that $p$ is true, another that supports that $\neg p$ is true, and the superiority relation does not resolve this conflict.

**Example 1** Let us suppose that a piece of evidence $A$ suggests that the defendant in a legal case is not responsible while a second piece of evidence $B$ indicates that he/she is responsible; moreover the sources are equally reliable. According to the underlying legal system a defendant is presumed innocent (i.e., not guilty) unless responsibility has been proved (without any reasonable doubt).

The above scenario is encoded in the following defeasible theory:

$$r_1 : \text{evidenceA} \Rightarrow \neg \text{responsible}$$
$$r_2 : \text{evidenceB} \Rightarrow \text{responsible}$$
$$r_3 : \text{responsible} \Rightarrow \text{guilty}$$
$$r_4 : \Rightarrow \neg \text{guilty}$$

Given both $\text{evidenceA}$ and $\text{evidenceB}$, the literal $\text{responsible}$ is ambiguous. There are two applicable rules ($r_1$ and $r_2$) with the same strength, each supporting the negation of the other. As a consequence $r_3$ is not applicable, and so there is no applicable rule supporting the $\text{guilty}$ verdict. This behaviour is called *ambiguity blocking*, since the ambiguity of $\text{guilty}$ has been blocked by the failure to prove $\text{responsible}$. In contrast, *ambiguity propagation* describes a behaviour where ambiguity of a literal is propagated to dependent literals. If we propagate ambiguity then the literals $\text{guilty}$ and $\neg \text{guilty}$ are ambiguous; thus an undisputed conclusion cannot be drawn. On the other hand, if we assume an ambiguity blocking stance, the literal $\neg \text{guilty}$ is not ambiguous and a verdict can be reached.

A preference for ambiguity blocking or ambiguity propagating behaviour is one of the properties of non-monotonic inheritance nets over which intuitions can clash [44]. Stein [43] argues that ambiguity blocking results in an unnatural pattern of conclusions in extensions of the above example; e.g., if we extend it with the rule $r_5 : \neg \text{guilty} \Rightarrow \text{compensation}$, saying that in case of a not guilty verdict the defendant is entitled to compensation, then, despite the existence of equally strong pieces of evidence, she is entitled to compensation, while this is not the case in the ambiguity propagating case. See also Horty’s discussion of ambiguity propagation [26].

The example and the discussion above show that both ambiguity blocking and ambiguity propagation can be used in the same application domain. In legal reasoning, typically, civil law takes an ambiguity blocking stance, while criminal law more often opts for an ambiguity propagation point of view. In addition there are situations where both types of reasoning are required at once. For example, in legal proceedings, often, the different parties involved have different burden of proof [40], and these types call for different ways to lead to the conclusions. Typical, in criminal litigation, a plaintiff, to win a case, has to prove it without any benefit of doubt, while a defendant is only required to produce an exception to the accusation. This means that the claim of the plaintiff must be proved using ambiguity propagation reasoning, while the claim of the defendant by ambiguity propagation [16]. In addition the conditions to justify plaintiff claims are more stringent than those for the defendant.

It has been argued that ambiguity propagation results in fewer conclusions being drawn, in Section 5 we prove that this is indeed the case for the logics we discuss.
3.1.1 Ambiguity Blocking Defeasible Logic

We now instantiate the abstract definition of the proof theory given in Section 2 to an ambiguity blocking defeasible logic by defining what it means for a rule to be applicable, discarded, supported, unsupported and defeated. We will use the tag $\partial$ for ambiguity blocking defeasible proofs (it instantiates $df$).

- A rule $r \in R[q]$, is applicable at step $i+1$ in a derivation $P$ iff $\forall a \in A(r), +\partial a \in P[1..i]$; all the literals in the antecedent are defeasibly provable. A rule is supported iff it is applicable.

- A rule $r \in R[q]$ is discarded at step $i+1$ in a derivation $P$ iff $\exists a \in A(r), -\partial a \in P[1..i]$; we have shown that it is not possible to prove at least one of the elements of the antecedent of the rule. A rule is unsupported iff the rule is discarded.

- A rule $r \in R[q]$ is defeated at step $i+1$ of a derivation $P$ iff $\exists s \in R_{sd}[\sim q], \text{such that } s > r \text{ and } s \text{ is applicable;} \text{there is a stronger applicable rule for the complement of the head of the rule.}$

Notice that the resulting logic is the defeasible logic of [2], where a thorough analysis of the proof theory of the logic is presented.

**Example 1 (continued)** Given evidenceA and evidenceB as facts, both rules $r_1$ and $r_2$ are applicable, thus we can prove both $-\partial\text{responsible}$ and $-\partial\neg\text{responsible}$. As a consequence rule $r_3$ is discarded while rule $r_4$ is vacuously applicable. Therefore we can prove $+\partial\neg\text{guilty}$.

3.1.2 Ambiguity Propagating Defeasible Logic

We can achieve ambiguity propagation behaviour by modifying the definition of the key notions of supported and unsupported rules: we make it more difficult to cast aside a competing rule, thus making it easier to block a conclusion. In Example 1, ambiguity was blocked by using the non-provability of responsible to discard rule $r_3$. We can achieve ambiguity propagating behaviour in this example by not rejecting $r_3$ though its antecedent is not provable. To do so we introduce a weak kind of proof, called support.

$+f)$ If $P(i+1) = +fq$ then either

1) $+\Delta q \in P[1..i]$; or

2) there is a supported strict or defeasible rule $r$ for $q$ and for every rule $s$ for $\sim q$ either

1) $s$ is discarded or

2) $s$ is not stronger than $r$.

$-f)$ If $P(i+1) = -fq$ then

1) $-\Delta q \in P[1..i]$, and either

2) for every rule for $q$ either

1) the rule is unsupported or

2) is defeated by an applicable rule.

Support for a literal $p$ consists of a chain of reasoning that would lead us to conclude $p$ in the absence of defeasibly derivable attack on some reasoning step.

**Example 1 (continued)** All literals (responsible, $\neg\text{responsible}$, $\neg\text{guilty}$ and $\neg\text{guilty}$) are supported. But if $r_1 > r_2$ is added, then neither responsible nor guilty are supported.
We will use the tag $\delta$ for ambiguity propagating defeasible proofs (it instantiates $df$).

- A rule $r \in R[q]$ is *applicable* at step $i + 1$ in a derivation $P$ iff $\forall a \in A(r), +\delta a \in P[1..i]$, i.e., every literal in the antecedent is defeasibly provable.

- A rule is *discarded* iff $\exists a \in A(r), -\delta a \in p[1..i]$, i.e., at least one of the premises of the rule is not defeasibly provable.

- A rule $r \in R[q]$ is *supported* at step $i + 1$ in a derivation $P$ iff $\forall a \in A(r), +\int a \in P[1..i]$, i.e., there is a chain of support for every literal in the antecedent of the rule.

- A rule $r \in R[q]$ is *unsupported* at step $i + 1$ in a derivation $P$ iff $\exists a \in A(r), -\int a \in P[1..i]$, i.e., at least one of the premises of the rules is not supported.

With these definitions, we obtain the ambiguity propagating defeasible logic of [6].

An important difference between the ambiguity propagating and the ambiguity blocking defeasible logics is that the notion of applicable and supported coincides in the blocking variant (and so the notions of discarded and unsupported, being strong negation of the previous notions), while in the propagating variants these notions are distinct.

**Example 1 (continued)** All literals mentioned in the example (both positive and negated) are supported. As before, we conclude $-\partial \text{ responsible}$ and $-\partial \sim \text{ responsible}$, since $r_1$ and $r_2$ overrule each other. However, in case of ambiguity propagation we conclude $-\delta \sim \text{ guilty}$, since rule $r_3$ is only discarded but not unsupported. Thus a positive proof of $+\delta \sim \text{ guilty}$ is not possible. So overall we have both $-\delta \sim \text{ guilty}$ and $-\delta \text{ guilty}$.

### 3.2 Team Defeat

The defeasible logics we have considered so far incorporate the idea of team defeat [25]. That is, an attack on a rule with head $p$ by a rule with head $\sim p$ may be defeated by a *different* rule with head $p$ (see inference rule $+df$). Even though the idea of team defeat is natural, it is worth noting that it is not adopted by many related systems and concrete systems of argumentation. On the other hand, the notion of accrual of arguments [39] is gaining more prominence, and team defeat is a form of accrual (albeit one that can only strengthen the arguments in the team).

**Example 2** Here we wish to give an example that illustrates the notion of teams.

\[
\begin{align*}
\text{monotreme(platypus)} & \quad \text{laysEggs(platypus)} \\
\text{hasFur(platypus)} & \quad \text{hasBill(platypus)} \\
r_1 : \text{monotreme}(X) \Rightarrow \text{mammal}(X) & \quad r_3 : \text{laysEggs}(X) \Rightarrow \sim \text{mammal}(X) \\
r_2 : \text{hasFur}(X) \Rightarrow \text{mammal}(X) & \quad r_4 : \text{hasBill}(X) \Rightarrow \sim \text{mammal}(X) \\
r_1 > r_3 & \quad r_2 > r_4
\end{align*}
\]

Intuitively we conclude that a *platypus* is a *mammal* because for every reason against this conclusion ($r_3$ and $r_4$) there is a stronger reason for *mammal (platypus)* ($r_1$ and $r_2$ respectively). It is easy to see that $+df$ *mammal (platypus)* is indeed provable in both the ambiguity blocking and the ambiguity propagating Defeasible Logic: there is a rule in support of *mammal (platypus)*, and every rule for $\sim \text{mammal (platypus)}$ is overridden by a rule for *mammal (platypus)*.
The authors believe that team defeat is a natural reasoning principle that should be respected. However, it is easy to define defeasible logics without team defeat in our framework. The only modification required is to change conditions $+df.2.3.2$ into “is defeated by $r$”, and $-df.2.3.2$ to “is not defeated by $r$”. The modified inference conditions are given in full in section A.2. The proof conditions are used in the formal theorem and its proof.

The change requires that to prove a conclusion we must have an applicable rule which is stronger than all applicable/non discarded rules for the negation of the conclusion we want to prove.

According to this new condition, in the above example, we no longer derive $+\partial mammal(platypus)$, since the applicable rule $r_1$ is not stronger than $r_4$ and similarly $r_2$ is not stronger than $r_3$.

Tags for inference rules without team defeat are expressed with a superscript *. Thus we will use $\partial^*$, $\delta^*$ and $\int^*$ to refer to the counterparts without team defeat of $\partial$, $\delta$ and $\int$.

4 Common Properties

In this section we discuss some properties common to the several logics described in the previous section and defined in Appendix A. In the following we refer to a number of tags, corresponding to the three levels of proof introduced:

1. **Support**: we use the tag $\int$ to denote support with team defeat and $\int^*$ for that without team defeat.

2. **Defeasible provability**: we use the tags $\partial$ and $\partial^*$ for defeasible provability with and without team defeat for the ambiguity blocking variants, and we reserve the tags $\delta$ and $\delta^*$ for the same notions but in the ambiguity propagating variants.

3. **Definite provability** is signaled by the tag $\Delta$.

Our purpose here is not to provide detailed proofs of the properties for each logic – that would be repetitious and take away from the focus of this paper. Instead we will indicate how the properties can be established.

The commonality of these properties stems largely from each logic being an instance of the defeasible logic framework of [6], based on the meta-program formulation in [32]. We begin by outlining this framework, and then address the properties.

4.1 The Defeasible Logic Framework

The framework is based around a meta-program defined in logic programming with unit clauses used to represent the facts, rules, and superiority relation of a defeasible theory. The defeasible theory is expressed through predicates fact, strict, strict or defeasible, rule and sup describing, respectively, the facts, strict rules, strict and defeasible rules, all rules, and the superiority relation. We give below the meta-program for the logic consisting of $\Delta$ and $\partial$ tags. These two tags are represented by the predicates definitely and defeasibly. We write $M(D)$ for the combination of the meta-program and the representation of the defeasible theory $D$.

Comparison of the clauses of this meta-program with clauses in the proof rules for $\Delta$ and $\partial$ given in Section 2 and Appendix A.2 should make clear that the meta-program and the proof rules have the same structure. The only complication is that each universal quantifier in the proof rules is expressed with negations and (an implicit) existential quantifier. We leave it to the reader to express the proof rules for the other tags as meta-programs.
c1  definitely(X):-
    fact(X).

c2  definitely(X):-
    strict(R,X,[Y₁,...,Yₙ]),
    definitely(Y₁),...,definitely(Yₙ).

c3  defeasibly(X):-
    definitely(X).

c4  defeasibly(X):-
    not definitely(~X),
    strict_or_defeasible(R,X,[Y₁,...,Yₙ]),
    defeasibly(Y₁),...,defeasibly(Yₙ),
    not overruled(R,X).

c5  overruled(R,X):-
    rule(S,~X,[U₁,...,Uₙ]),
    defeasibly(U₁),...,defeasibly(Uₙ),
    not defeated(S,~X).

c6  defeated(S,~X):-
    sup(T,S),
    strict_or_defeasible(T,X,[V₁,...,Vₙ]),
    defeasibly(V₁),...,defeasibly(Vₙ).

The meaning of the meta-program is determined by Kunen’s semantics of logic programs [29]. defeasibly(\( p \)) is a consequence of \( M(D) \) iff \( D \vdash + \partial q \); \( \neg \text{defeasibly}(\p) \) is a consequence of \( M(D) \) iff \( D \vdash - \partial q \) [32, 6].

4.2 Coherence

Coherence of a defeasible logic refers to the property that tagged literals obtained by applying complementary tags to the same literal cannot both be inferred.

Definition 1 A logic is coherent if, for every defeasible theory \( D \) in the logic, every tag \( d \), and every literal \( q \), we do not have both \( D \vdash +dq \) and \( D \vdash -dq \).

It is this property that supports the intuition that \(+d\) represents a form of provability while \( -d \) represents finite failure to prove.

All the logics addressed in this paper are instances of the framework. Consequently, by Theorem 2 of [6], they are coherent. We can also draw this conclusion directly from the framework using the fact that, under Kunen’s semantics, a logic program cannot entail both \( p \) and \( \neg p \).

Proposition 2 Consider a defeasible theory \( D \). If \( d \in \{ \Delta, \delta, \partial, \sigma, \sigma^*, \partial^*, \sigma^* \} \) then \( +d(D) \cap -d(D) = \emptyset \).
4.3 Consistency

In common with most monotonic logics, the monotonic part of a defeasible theory can produce inconsistency. For example, the theory involving facts $p$ and $\neg p$ can infer both $+\Delta p$ and $+\Delta \neg p$. Since the defeasible proof rules often directly adopt conclusions of the monotonic part, defeasible conclusions may also be inconsistent. The underlying cause of inconsistency in such cases is the monotonic part of the logic, so consistency for defeasible tags refers to the capability of defeasible proof rules to avoid introducing any further inconsistencies.

**Definition 3** A tag $d$ in a logic is consistent if, for every defeasible theory $D$ in the logic and every proposition $q$, we do not have $D \vdash +dq$ and $D \vdash +\neg q$ unless $D \vdash +\Delta q$ and $D \vdash +\Delta \neg q$.

Consistency was established for $\partial$ in [9]. By our containment theorem (Theorem 7), it follows that $\delta$ and $\delta^*$ are consistent. $\partial^*$ cannot be proved consistent in this way, but a direct proof is relatively straightforward. It uses the proof rule $+\partial^*$ to explore how $+\partial^*q$ and $+\partial^*\neg q$ could both hold. Using the coherence of the logic and the acyclicity of the superiority relation, all possibilities are excluded except for $+\Delta q$ and $+\Delta \neg q$.

**Proposition 4** For $d \in \{\delta, \partial, \delta^*, \partial^*\}$, $d$ is consistent.

However, neither $f$ nor $f^*$ are consistent. Consider the rules

\[
\begin{align*}
  r & : \ \Rightarrow p \\
  r' & : \ \Rightarrow \neg p
\end{align*}
\]

Then we can conclude $+fp$ and $+f\neg p$, and the same for $f^*$.

4.4 Decisiveness

Decisiveness is a form of inverse of coherence: where coherence requires that at most one of $+dq$ and $-dq$ is inferred, decisiveness requires that at least one is inferred. Decisiveness insists that the proof theory determines the proof status of every tagged literal.

**Definition 5** A logic is decisive if, for every defeasible theory $D$ in the logic, every tag $d$, and every literal $q$, either $D \vdash +dq$ or $D \vdash -dq$.

By design, defeasible logics are not decisive. Inferring neither provability nor non-provability allows the logics to express situations where the status of a tagged literal is “unknown”. Non-decisiveness also allows the proof system to react sensibly to theories such as

\[
\begin{align*}
  r_1 & : \ \Rightarrow p \\
  r_2 & : \ q \ \Rightarrow \neg p \\
  r_3 & : \ \Rightarrow q \\
  r_4 & : \ p \ \Rightarrow \neg q
\end{align*}
\]

where (under $\partial$ and $\partial^*$) $+dp$ can be concluded iff $-dq$ can be concluded, and $+dq$ can be concluded iff $-dp$ can be concluded. The symmetry of $p$ and $q$ in this theory suggests that a decisive logic must make an arbitrary choice between $+dp$ and $+dq$. 
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4.5 Computational Complexity

While the meta-program is different for each logic in this paper, all logics use Kunen’s semantics for logic program. It follows that the first order form of each logic is computable, as observed in [6]. In contrast, most first-order non-monotonic logics are not computable.

For the propositional form of the logics, we can unfold the clauses of the meta-program by the atoms representing the defeasible theory facts, rules and superiority relation. This semantics-preserving operation results in a variable-free, essentially propositional logic program. If performed naively this operation can have quadratic cost but, by employing a single structure for each unfolding of \(c6\) by a rule \(T\) that is shared by all \(S\) such that \(T > S\), the representation becomes linear. Inference of all literals that are consequences of a propositional logic program under Kunen’s semantics can be performed in linear time. Consequently

**Proposition 6** Consider a propositional defeasible theory \(D\). If \(d \in \{\Delta, \delta, \partial, \int, \delta^{*}, \partial^{*}, \int^{*}\}\) then \(+d(D)\) and \(-d(D)\) can be computed in time linear in the size of \(D\).

An alternative approach to proving this result is to adapt the more detailed proof of the linear complexity of \(\partial\) [30].

5 Inclusion Theorem

In this section we wish to establish relationships among the provability concepts introduced in this paper. The main theorem of this paper shows that there exists a chain of increasing expressive power among several of the logics.

The following theorem formalises the inclusion property.

**Theorem 7** (Inclusion Theorem)

(a) \(+\Delta(D) \subseteq +\delta^{*}(D) \subseteq +\delta(D) \subseteq +\partial(D) \subseteq +\int(D) \subseteq +\int^{*}(D)\).

(b) \(-\int^{*}(D) \subseteq -\int(D) \subseteq -\partial(D) \subseteq -\delta(D) \subseteq -\delta^{*}(D) \subseteq -\Delta(D)\).

(c) For each inclusion relationship in (a) and (b) there exists a theory \(D\) such that the inclusion is strict.

An important consequence of this theorem is that defeasible logic exhibits different grades of inference, representing different degrees of cautiousness in drawing conclusions. It is interesting that this is achieved without using numerical weights such as probabilities or uncertainty factors.

Other formalisms also have various grades of inference. In particular, there is the well known hierarchy of logic programming semantics given by the sequence of Kunen, Fitting, Well-Founded and Stable semantics, related to the interpretation of negation as failure. There is a similar hierarchy in semantics of argumentation systems (see, for example, [15]). The logic programming hierarchy is also reflected in the class of defeasible logics, since the application of these semantics to the meta-program of Section 4 gives us a hierarchy of inferences. This hierarchy is orthogonal to the hierarchy identified in Theorem 7: one reflects the hierarchy of semantics applied to the meta-program while the other is derived from variations in the form of the meta-program. Hence, defeasible logic provides great flexibility in expressing inferences with various degrees of caution.
The inclusions \((a)\) and \((b)\) in Theorem 7 look expected. For example, the relation \(\delta^*(D) \subseteq +\delta(D)\) appears trivial since the absence of team defeat makes the inference rule weaker. But notice that there is a potential source of complication: when the logic fails to prove a literal \(p\) and instead shows its non-provability, then that result may be used by the logic to prove another literal \(q\) that could not be proven if \(p\) were provable. In fact, while \(\delta^*\) is weaker than \(\delta\), as Theorem 7 states; \(\partial^*\) is not weaker than defeasible provability with team defeat \((\partial)\). Consider the following example:

**Example 3**

\[
\begin{align*}
r_1 & : \Rightarrow p \\
r_2 & : \Rightarrow p \\
r_3 & : \Rightarrow \neg p \\
r_4 & : \Rightarrow \neg p \\
r_5 & : p \Rightarrow \neg q \\
r_6 & : \Rightarrow q
\end{align*}
\]

Here rules \(r_1, r_2, r_3, \) and \(r_4\) are all applicable. Rules \(r_1\) and \(r_2\) form a team that defeats \(r_3\) and \(r_4\), thus we have \(+\partial p\), and then both \(r_5\) and \(r_6\) are applicable and there is no way of solving the conflict, thus we conclude \(\neg \partial q\). On the other hand, no applicable rule for \(p\) is stronger than all applicable rules for \(\neg p\), thus we have \(\neg \delta^* p\). This makes rule \(r_5\) discarded, while rule \(r_6\) is still applicable, therefore we can conclude \(+\partial^* q\).

Clearly, then, an apparent strengthening of an inference rule may have unexpected consequences; the class of logics is also non-monotonic. This makes the chain of inclusions of Theorem 7 even more striking.

It also suggests caution in adapting existing formalisms to support accrual of arguments [39]. If such a primitive notion of accrual as team defeat can have such varying affects (consider \(\delta, \partial\) and \(\int\)) then a more sophisticated notion can also be expected to behave differently when added to different inference mechanisms.

There are some technical consequences of the Inclusion Theorem that are significant. As we have seen in Section 3.1.1, in legal reasoning ambiguity blocking and ambiguity propagation can be used in the same application. Moreover in the application modelling litigation, it is important that the claims for the plaintiff (i.e., those justified using ambiguity blocking) are a subset of those for the defendant (i.e., those justified using ambiguity propagation), since all claims by the plaintiff must be available to the defendant to use in a counter-argument. Thus the establishment of \(+\delta(D) \subseteq +\partial(D)\) supports the use of defeasible logic to model litigation. It also provides some further formal support for the folklore that ambiguity propagating behaviour results in fewer conclusions being drawn, compared with ambiguity blocking behaviour.

At a purely technical level, the theorem allowed us to establish the consistency of the ambiguity propagating inference, with or without team defeat, in Section 4.3.

Although our results here apply only to defeasible logic, they are indicative of similar results for other formalisms. In [19] we have shown that Dung’s grounded argumentation semantics [14] characterises the ambiguity propagating variants of defeasible logic, while the ambiguity blocking variants require more expressiveness than is available in Dung’s abstract model of argumentation. This suggests that nonmonotonic formalisms that have been characterized in terms of Dung’s grounded argumentation semantics are ambiguity propagating. More generally, it suggests the many formalisms characterized by argumentation semantics might admit both ambiguity propagating and blocking variants having relationships similar to Theorem 7. Investigation of these issues is left for future research.

The notions of ambiguity blocking and ambiguity propagation apply to situations where one has no criterion (e.g., preference relation, weighting, …) to resolve a conflict between...
complementary conclusions. On the other hand the notion of team defeat is strongly related to the ability to express preferences on rules, in the case of defeasible logic via the superiority relation. There are numerous works that involve rules and preferences, including LPwNF [12], courteous logic programs [23], defaults with priorities [27], priority rules [45], CR-Prolog [7], preference logic programming [22], weak constraints in DLV [11]. The first two of these are closely related to defeasible logic [5], and our results should be directly relevant to them. The third employs a notion of uniform defeat, but also briefly explores a form of team defeat. The others apply preferences globally rather than locally to individual inferences, and it appears team defeat is not relevant in such cases.

Most formulations of argumentation employ an attack relation between individual arguments; for such formulations, team defeat cannot be expressed\(^2\). However, recent formulations of argumentation [10, 36] permit attack between sets of arguments, as, of course, did the original argumentation characterization of defeasible logic [18]. For these formulations, team defeat is expressible and our results are relevant.

In summary, the Inclusion Theorem establishes some useful structure among the many variants of defeasible logic. It is also suggestive of similar structures in other non-monotonic formalisms which remain to be investigated.

6 Conclusion

This paper introduced several variants of defeasible logic, based on an abstract presentation of the proof theory. These variants capture different intuitions about reasoning issues: ambiguity blocking versus propagation, and team defeat. The main contribution of this paper is the presentation and proof of the Inclusion Theorem which shows that different concepts of provability form a chain of increasing strength.
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\(^2\)The notion of acceptability (or support) in abstract argumentation involves a relation between a single argument and a set of arguments, but it still does not admit two teams.


A Proof of Theorem 7

A.1 Proof Approach and Outline

The proof of Theorem 7 is organised as follows. Section A.2 provides the expanded inference conditions, to be used as reference in the remainder of the Appendix. Section A.3 provides a number of technical preliminaries. Finally, Section A.4 provides the proof of Theorem 7, using a sequence of technical lemmas that correspond to specific inclusion relations.

The proof of Theorem 7 is constructive: an inclusion $+d_1(T) \subseteq +d_2(T)$ is shown by transforming a derivation for $+d_1p$ to a derivation for $+d_2p$; similar for an inclusion $-d_1(T) \subseteq -d_2(T)$.

Section A.4 contains a number of lemmas. Each of these lemmas corresponds to specific inclusion relations of Theorem 7(a) and Theorem 7(b) and define appropriate derivation transformations. Except for statements that follow directly from the definitions, the correctness of each derivation transformation is proven by induction on the length of a derivation.

The proof of the lemmas is of varying difficulty. Lemmas 11 and 12 are the most difficult to prove, as they address the inclusions incorporating team defeat. As a consequence, one reasoning chain may be countered by a different reasoning chain. That this cannot go on forever is shown by a regression argument, which shows that each time a different reasoning chain comes into play, an increasing chain of rule comparisons $\ldots > r_4 > r_3 > r_2 > r_1$ is built. Due to the finiteness of defeasible theories and the acyclicity of the relation $>$, this chain cannot become infinite, and the desired conclusion is drawn (see proof of Lemma 11 for technical details). In contrast, Lemmas 13 and 14 do not require this reasoning, because an attack on a rule cannot be countered by a different rule.
A.2 Expanded Proof Conditions

We first present the fully expanded definitions of the proof conditions presented in the main part of the paper for the convenience of the reader. Notice that in some cases, some sub conditions have been included to facilitate their identification in the course of proofs of the following lemmas.

+δ) If \( P(i + 1) = +\partial q \) then either
\[
.1) +\Delta q \in P[1..i]; \text{ or}
.2) The following three conditions all hold.
\]
\[
.1) \exists r \in R_{sd}(q) \forall a \in A(r), +\partial a \in P[1..i], \text{ and}
.2) -\Delta q \in P[1..i], \text{ and}
.3) \forall s \in R[\sim q] \text{ either}
\]
\[
.1) \exists a \in A(s), -\partial a \in P[1..i]; \text{ or}
.2) \exists t \in R_{sd}[q] \text{ such that}
\]
\[
.1) \forall a \in A(t), +\partial a \in P[1..i], \text{ and}
.2) t > s.
\]

−δ) If \( P(i + 1) = -\partial q \) then
\[
.1) -\Delta q \in P[1..i], \text{ and}
.2) either
\]
\[
.1) \forall r \in R_{sd}[q] \exists a \in A(r), -\partial a \in P[1..i]; \text{ or}
.2) +\Delta q \in P[1..i]; \text{ or}
.3) \exists s \in R[\sim q] \text{ such that}
\]
\[
.1) \forall a \in A(s), +\partial a \in P[1..i], \text{ and}
.2) \forall t \in R_{sd}[q] \text{ either}
\]
\[
.1) \exists a \in A(t), -\partial a \in P[1..i]; \text{ or}
.2) not(t > s).
\]

+δ) If \( P(i + 1) = +\delta q \) then either
\[
.1) +\Delta q \in P[1..i]; \text{ or}
.2) The following three conditions all hold.
\]
\[
.1) \exists r \in R_{sd}[q] \forall a \in A(r), +\partial a \in P[1..i], \text{ and}
.2) -\Delta q \in P[1..i], \text{ and}
.3) \forall s \in R[\sim q] \text{ either}
\]
\[
.1) \exists a \in A(s), -\partial a \in P[1..i]; \text{ or}
.2) \exists t \in R_{sd}[q] \text{ such that}
\]
\[
.1) \forall a \in A(t), +\partial a \in P[1..i], \text{ and}
.2) t > s.
\]

−δ) If \( P(i + 1) = -\delta q \) then
\[
.1) -\Delta q \in P[1..i], \text{ and}
.2) either
\]
\[
.1) \forall r \in R_{sd}[q] \exists a \in A(r), -\partial a \in P[1..i]; \text{ or}
.2) +\Delta q \in P[1..i]; \text{ or}
.3) \exists s \in R[\sim q] \text{ such that}
\]
\[
.1) \forall a \in A(s), +\partial a \in P[1..i], \text{ and}
.2) \forall t \in R_{sd}[q] \text{ either}
\]
\[
.1) \exists a \in A(t), -\partial a \in P[1..i]; \text{ or}
.2) not(t > s).
\]

+∫) If \( P(i + 1) = +\int q \) then either
\[
.1) +\Delta q \in P[1..i]; \text{ or}
.2) \exists r \in R_{sd}[q] \text{ such that}
\]
\[
.1) \forall a \in A(r), +\int a \in P[1..i], \text{ and}
.2) \forall s \in R[\sim q] \text{ either}
\]
\[
.1) \exists a \in A(s), -\partial a \in P[1..i]; \text{ or}
.2) not(s > r).
\]

−∫) If \( P(i + 1) = -\int q \) then
\[
.1) -\Delta q \in P[1..i], \text{ and}
.2) \forall r \in R_{sd}[q] \text{ either}
\]
\[
.1) \exists a \in A(r), -\int a \in P[1..i]; \text{ or}
.2) \exists s \in R[\sim q] \text{ such that}
\]
\[
.1) \forall a \in A(s), +\partial a \in P[1..i], \text{ and}
.2) s > r.
\]

+∂*) If \( P(i + 1) = +\partial^* q \) then either
\[
.1) +\Delta q \in P[1..i]; \text{ or}
.2) \exists r \in R_{sd}[q] \text{ such that}
\]
\[
.1) \forall a \in A(r), +\partial^* a \in P[1..i], \text{ and}
.2) -\Delta q \in P[1..i], \text{ and}
.3) \forall s \in R[\sim q] \text{ either}
\]
\[
.1) \exists a \in A(s), -\partial^* a \in P[1..i]; \text{ or}
.2) r > s.
\]

−∂*) If \( P(i + 1) = -\partial^* q \) then
\[
.1) -\Delta q \in P[1..i], \text{ and}
.2) \forall r \in R_{sd}[q] \text{ either}
\]
\[
.1) \exists a \in A(r), -\partial^* a \in P[1..i]; \text{ or}
.2) +\Delta q \in P[1..i]; \text{ or}
.3) \exists s \in R[\sim q] \text{ such that}
\]
\[
.1) \forall a \in A(s), +\partial^* a \in P[1..i], \text{ and}
.2) not(r > s).
\]
\[ +\delta^* \] If \( P(i + 1) = +\delta^* q \) then either  
.1. \( +\Delta q \in P[1..i] \); or  
.2. \( \exists r \in R_d[q] \) such that  
\[ 1. \forall a \in A(r), +\delta^* a \in P[1..i], \text{ and} \right. \]
\[ 2. \forall s \in R[\sim q] \text{ either} \]
\[ 1. \exists a \in A(s), -f^* a \in P[1..i] \); or  
\[ 2) r > s. \]
\[ -\delta^* \] If \( P(i + 1) = -\delta^* q \) then  
.1. \( -\Delta q \in P[1..i] \), and  
.2. \( \forall r \in R_d[q] \) either  
\[ 1. \exists a \in A(r), -\delta^* a \in P[1..i] \); or  
\[ 2) +\Delta q \in P[1..i] ; \text{ or} \]
\[ 3) \exists s \in R[\sim q] \text{ such that} \]
\[ 1. \exists a \in A(s), +f^* a \in P[1..i] \); and  
\[ 2) \text{not}(r > s). \]

\[ +f^* \] If \( P(i + 1) = +f^* q \) then either  
.1. \( +\Delta q \in P[1..i] \); or  
.2. \( \exists r \in R_d[q] \) such that  
\[ 1. \forall a \in A(r), +f^* a \in P[1..i] ; \text{ and} \right. \]
\[ 2. \forall s \in R[\sim q] \text{ either} \]
\[ 1. \exists a \in A(s), -\delta^* a \in P[1..i] ; \text{ or} \]
\[ 2) \text{not}(s > r). \]
\[ -f^* \] If \( P(i + 1) = -f^* q \) then  
.1. \( -\Delta q \in P[1..i] \), and  
.2. \( \forall r \in R_d[q] \) either  
\[ 1. \exists a \in A(r), -f^* a \in P[1..i] ; \text{ or} \]
\[ 2) +\Delta q \in P[1..i] ; \text{ or} \]
\[ 3) \exists s \in R[\sim q] \text{ such that} \]
\[ 1. \exists a \in A(s), +\delta^* a \in P[1..i] ; \text{ and} \]
\[ 2) s > r. \]

### A.3 Technical Preliminaries

Since derivations are sequences, we shall need several functions which deal with sequences. Let () denote the empty sequence. Any non-empty sequence, \( P \), can be denoted by \((h|T)\) where \( h \) is the head (or first element) of \( P \) and \( T \) is the tail (or rest) of \( P \).

\& denotes concatenation. We say \( P' \) is a prefix of \( P \) iff there exists a sequence \( P'' \) such that \( P = P' \& P'' \). Sometimes we write \( PQ \) instead of \( P \& Q \).

**Postpend**, denoted by +, is a function which takes a sequence and an element and attaches the element onto the right end of the sequence.

**DeleteAll** is a function which takes an element and a sequence and deletes every occurrence of that element from the sequence.

**Interleave**, denoted by \( Intlv \), is a function which takes two sequences and produces the set of all interleavings of these two sequences. We say \( P'' \) is an interleaving of \( P \) and \( P' \) iff \( P'' \in Intlv(P,P') \).

\[ Intlv((), P) = \{ P \}. \]
\[ Intlv((h|T),()) = \{ (h|T) \}. \]
\[ Intlv((h_1|T_1), (h_2|T_2)) = \{ (h_1|X) : X \in Intlv(T_1, (h_2|T_2)) \} \cup \{ (h_2|X) : X \in Intlv((h_1|T_1), T_2) \}. \]

Concatenation is an extreme form of interleaving where the sequences do not mix. At the other extreme is alternation, where the sequences are mixed as much as possible.

**Alternate**, denoted by \( Alt \), is a function which takes two sequences and alternates the elements of each. \( Alt((), P) = P. Alt((h|T),()) = (h|T). Alt((h_1|T_1),(h_2|T_2)) = (h_1,h_2) \& Alt(T_1,T_2) \).

**Reduce** is a function which takes a sequence and removes all second and subsequent occurrences of elements.

Reduce(\( P \)) is called the reduced form of \( P \). If \( P = (P(1),\ldots,P(n)) \) is a sequence and \( j \in \{1..n\} \) we define \( P - j \) to be the sequence obtained from \( P \) by just deleting the element in position \( j \).

Suppose \( d_1 \) and \( d_2 \) are tags. If \( E \) is a derivation or a tagged literal in a derivation then we define \( E(d_1 := d_2) \) to be the result of just replacing all occurrences of \( d_1 \) in \( E \) by \( d_2 \). Furthermore we assume that the application of the substitution \( d_1 := d_2 \) has higher precedence than concatenation and postpending.

Let \( P \) be a derivation and let \( S \) be any set of tags. Define \( PS \) to be the subsequence of \( P \) formed by just deleting all the elements of \( P \) which do not contain a tag in \( S \). So every tagged
Lemma 8
(1) Any prefix of any derivation is also a derivation.
(2) Any interleaving of any two derivations is also a derivation. In particular, the insertion of one derivation into another is also a derivation; the concatenation of two derivations is also a derivation; and the alternation of two derivations is also a derivation.
(3) If \( P = (P(1), ..., P(n)) \) is a derivation and \( P(i) = P(j) \) and \( i < j \) then \( P - j \) is a derivation.
(4) The reduced form of any derivation is also a derivation.
(5) If \( P \) and \( P' \) are derivations and \( P \& P' = P \& P'' \) is a derivation then \( P \& P' \& P'' \) is a derivation.
(6) If \( P \) is a derivation and \( e \in P \) then \( P + e \) is a derivation.
(7) If \( P \) is a derivation then each of \( P\{\{\{\{+\Delta\}, P\{-\Delta\}, P\{\{+\Delta,-\Delta,+\partial,-\partial\}, P\{\{+\Delta,-\Delta,+\partial^*,-\partial^*\}, P\{+\Delta,-\Delta,+\partial^*,-\partial^*\}, \) \} \) is a derivation.

Proof Parts 1, 2, 3, 6, and 7 follow directly from the definition of a derivation. Part 4 follows from repeated application of part 3. Part 5 follows from repeated application of part 3 to \( P \& P' \& P'' \), which is a derivation by part 2.

A.4 Proof of the Inclusion Theorem

The following two lemmas follow directly from the definition of the derivation conditions.

Lemma 9 Let \( P \) be a derivation in a defeasible theory \( T \), \( q \) a literal, and \( d \in \{\delta, \partial, \overline{\delta}, \overline{\partial}, \overline{\delta^*}, \overline{\partial^*}\} \). If \( +\Delta q \in P \) then \( P \& (+dq) \) is a derivation in \( T \). So \( +\Delta(T) \subseteq +d(T) \).

Lemma 10 Let \( P \) be a derivation in a defeasible theory \( T \), \( q \) a literal, and \( d \in \{\delta, \partial, \overline{\delta}, \overline{\partial}, \overline{\delta^*}, \overline{\partial^*}\} \). If \( -dq \in P \) then \( -\Delta q \in P \). So \( -d(T) \subseteq -\Delta(T) \).

Lemma 11 If \( P \) is a derivation in a defeasible theory \( T = (F, R, >) \) then \( P \& Alt(P(+\partial := +\overline{f}), P(-\partial := -\overline{\delta})) \) is a derivation in \( T \). So \( +\partial(T) \subseteq +\overline{f}(T) \) and \( -\partial(T) \subseteq -\overline{\delta}(T) \).

Proof The proof is by induction on the length of \( P \). The lemma is trivially true for the empty derivation \( P \).

Suppose the lemma holds for all derivations of length \( \leq n \). Let \( P \) be a derivation of length \( n + 1 \). Then \( P[1..n] \& Alt(P[1..n](+\partial := +\overline{f})) \) and \( P[1..n](-\partial := -\overline{\delta}) \) is a derivation. Since \( P \) is a derivation, by Lemma 8(5), \( Q := P \& Alt(P[1..n](+\partial := +\overline{f})), P[1..n](-\partial := -\overline{\delta}) \) is a derivation. Then \( P \& Alt(P(+\partial := +\overline{f}), P(-\partial := -\overline{\delta})) = Q + P(n + 1)(+\partial := +\overline{f}) + P(n + 1)(-\partial := -\overline{\delta}) \).

If \( P(n + 1) = dq \) where \( d \) is a tag and \( d \notin \{+\partial, -\partial\} \) then \( P(n + 1)(+\partial := +\overline{f}) = P(n + 1) \) and \( Q + P(n + 1)(+\partial := +\overline{f}) + P(n + 1)(-\partial := -\overline{\delta}) \) is a derivation by Lemma 8(6).

Case 1: \( P(n + 1) = +\partial q \).

Then \( P(n + 1)(+\partial := +\overline{f}) = +\overline{f}q, \) and \( P(n + 1)(-\partial := -\overline{\delta}) = P(n + 1) \), so \( Q + P(n + 1)(+\partial := +\overline{f}) + P(n + 1)(-\partial := -\overline{\delta}) = Q \&(+(+\overline{f}q) + P(n + 1)) \). If \(+\partial.1\) holds then, by \(+\overline{f}.1, Q \&(+(+\overline{f}q) \) is a derivation.

If \(+\partial.1\) fails then \(+\partial.2\) holds. Then there is \( r \in R_{ad}[q] \) such that for all \( a \) in \( A(r), +\partial a \in P[1..n] \). Therefore \(+\overline{f}a \in P[1..n](+\partial := +\overline{f}) \) and hence \(+\overline{f}a \in Q \).

Hence \(+\overline{f}.2.1(P[1..i] = Q) \) holds. If \(+\overline{f}.2.2(P[1..i] = Q) \) holds then \( Q \&(+(+\overline{f}q) \) is a derivation. If \(+\overline{f}.2.2(P[1..i] = Q) \) fails then there exists \( s \in R[\sim q] \) such that \( s > r \) and for all \( a \)
in $A(s)$, $-\delta a \notin Q$. By $+\partial 2.3$, either (i) there is $a$ in $A(s)$ such that $-\partial a \in P[1..n]$; or (ii) there exists $r_1$ in $R_{sd}[q]$ such that $r_1 > s$ and for all $a \in A(r_1)$, $+\partial a \in P[1..n]$. If (i) holds then $-\delta a \in P[1..n][-\partial := -\delta]$ which contradicts $-\delta a \notin Q$. Hence (ii) holds. Therefore, for all $a \in A(r_1)$, $+f a \in P[1..n][+\partial := +f]$ and hence $+f a \in Q$. So $r_1 > s > r$, and for all $a \in A(r_1)$, $+f a \in Q$.

But $+f 2.1(r = r_1, P[1..i] = Q)$ now holds. If $f 2.2(r = r_1, P[1..i] = Q)$ holds then $Q & (+f q)$ is a derivation. If $f 2.2(r = r_1, P[1..i] = Q)$ fails then there exists $s_1 \in R[\sim q]$ such that $s_1 > r_1$ and for all $a \in A(s_1)$, $-\delta a \notin Q$. By $+\partial 2.3(r = r_1)$, either (i) there exists $a$ in $A(s_1)$ such that $-\delta a \in P[1..n]$; or (ii) there exists $r_2 \in R_{sd}[q]$ such that $r_2 > s_1$ and for all $a \in A(r_2)$, $+\partial a \in P[1..n]$. If (i) then $-\delta a \in P[1..n][-\partial := -\delta]$ which contradicts $-\delta a \notin Q$. Hence (i) holds. Therefore for all $a \in A(r_2)$, $+f a \in P[1..n][+\partial := +f]$ and hence $+f a \in Q$. So $r_2 > s_1 > r_1 > s > r$, and for all $a \in A(r_2)$, $+f a \in Q$.

A suitable number of applications of the same reasoning as in the preceding paragraph shows that either $Q & (+f q)$ is a derivation, or there is an infinite chain $\ldots > r_3 > s_2 > r_2 > s_1 > r_1 > s > r$, where $r$ and $r_i$ are in $R_{sd}[q]$ and $s$ and $s_1$ are in $R[\sim q]$. But such a chain cannot exist because $R_{sd}[q]$ is finite and $\prec$ is acyclic. Thus $Q & (+f q)$ is a derivation.

Thus in all subcases $Q & (+f q)$ is a derivation, and so by Lemma 8(6), $Q & (+f q) + P(n + 1)$ is a derivation.

Case 2: $P(n + 1) = -\partial q$.

Then $P(n + 1)(+\partial := +f) = P(n + 1)$, and $P(n + 1)(-\partial := -\delta)$, so $Q + P(n + 1)(+\partial := +f) + P(n + 1)(-\partial := -\delta) = Q + P(n + 1)(-\partial q)$. By Lemma 8(6), $Q + P(n + 1)$ is a derivation, which we shall denote by $Q'$. By $-\partial 2.1$, $-\delta 1.1(P[1..i] = Q')$ holds. If $-\partial 2.1$ holds then $-\delta 2.1(P[1..i] = Q')$ holds. If $-\partial 2.1$ holds then $-\delta 2.2(P[1..i] = Q')$ holds.

If $-\partial 2.3$ holds then there exists $s \in R[\sim q]$ such that for all $a \in A(s)$, $+\partial a \in P[1..n]$. Then $+f a \in P[1..n][+\partial := +f]$ and so $+f a \in Q'$. Hence $-\delta 2.3.1(P[1..i] = Q')$ holds. Moreover, for all $t \in R_{sd}[q]$, either $t > s$ does not hold, or there exists $a \in A(t)$ such that $-\partial a \in P[1..n]$. Therefore $-\delta 2.3.2(P[1..i] = Q')$ holds and hence $-\delta 2.3(P[1..i] = Q')$ holds.

So $Q' & (-\delta q)$ is a derivation.

Thus the lemma is proved by induction.

\[\textbf{Lemma 12 If} \quad P \quad \text{is a derivation in a defeasible theory} \ T \quad \text{then} \ P & \text{Alt}(P(-f := -\partial), P(+\partial := +\partial)) \quad \text{is a derivation in} \ T \quad \text{So} \quad +\partial(T) \subseteq +\partial(T) \quad \text{and} \quad -f(T) \subseteq -\partial(T).\]

\[\textbf{Proof} \quad \text{As for Lemma 11.}\]

\[\textbf{Lemma 13 If} \quad P \quad \text{is a derivation in a defeasible theory} \ T \quad = \quad (F,R,>) \quad \text{then} \ P (+\delta^*, -f^* := +\delta, -f) \quad \text{is a derivation in} \ T \quad \text{So} \quad +\delta^*(T) \subseteq +\delta(T) \quad \text{and} \quad -f^*(T) \subseteq -f(T).\]

\[\textbf{Proof} \quad \text{The proof is by induction on the length of a derivation} \ P. \quad \text{The claim trivially holds for length zero. So let} \ P \quad \text{have length} \ n + 1. \quad \text{Then} \ P = P[1..n][+\delta^*, -f^* := +\delta, -f]. \quad \text{is a derivation. Then} \ P (+\delta^*, -f^* := +\delta, -f) = Q + P(n + 1)(+\delta^*, -f^* := +\delta, -f).\]

If $P(n + 1) = dq$, where $d$ is a tag other than $+\delta$ and $-\delta$, then $P(n + 1)(+\delta^*, -f^* := +\delta, -f) = P(n + 1)$, thus $Q + P(n + 1)(+\delta^*, -f^* := +\delta, -f)$ is a derivation by Lemma 8(7).

Case 1: $P(1) = +\delta^* q$.

Then $P(n + 1)(+\delta^*, -f^* := +\delta, -f) = +\delta q$, so $Q + P(n + 1)(+\delta^*, -f^* := +\delta, -f) = Q & (+\delta q)$. If $+\delta^* 1(P[1..i] = P[1..n])$ holds then $1(P[1..i] = Q)$ holds, and so $Q & (+\delta q)$ is a derivation. If $+\delta^* 1(P[1..i] = P[1..n])$ fails then $+\delta^* 2(P[1..i] = P[1..n])$ holds.
Since \( +\delta^*2(P[1..i] = P[1..n]) \) holds, there exists \( r \in R_{sd}[q] \) such that for all \( a \in A(r) \), \( +\delta^* a \in P[1..n] \). Therefore \( +\delta a \in P[1..n](+\delta^*, -\int^* := +\delta, -\int) \), and hence \( +\delta 2.1(P[1..i] = Q) \) holds.

Since \( +\delta^*2.2(P[1..i] = P[1..n]) \) holds, \( +\delta 2.2(P[1..i] = Q) \) is true.

Take any \( s \in R[\neg q] \). By \( +\delta^*2.3(P[1..i] = P[1..n]) \), either (i) there exists \( a \in A(s) \) such that \( -\int^* a \in P[1..n] \); or (ii) \( r > s \). If (i) then \( -\int a \in P[1..n](+\delta^*, -\int^* := +\delta, -\int) \), and so \( +\delta 2.3.1(P[1..i] = Q) \) holds. If (ii) then \( +\delta 2.3.2(P[1..i] = Q, t = r) \). Since \( s \) was arbitrary, \( +\delta 2.3(P[1..i]) \) holds.

Thus \( Q\&(+\delta q) \) is a derivation.

Case 2: \( P(n + 1) = -\int^* q \).

Then \( P(n + 1)(+\delta^*, -\int^* := +\delta, -\int) = -\int q, \) so \( Q + P(n + 1)(+\delta^*, -\int^* := +\delta, -\int) = Q\&(-\int q) \). By \( -\int^*1(P[1..i] = P[1..n]) \), \( -\int 1(P[1..i] = Q) \) holds. Take any \( r \in R_{sd}[q] \).

If \( -\int^*2.1(P[1..i] = P[1..n]) \) then there is \( a \in A(r) \) such that \( -\int^* a \in P[1..n] \). So \( -\int a \in Q \) and hence \( -\int^*2.1(P[1..i] = Q) \) holds.

If \( -\int^*2.2 \) holds then there exists \( s \in R[\neg q] \) such that for all \( a \in A(s) \), \( +\delta^* a \in P[1..n] \) and \( s > r \).

So \( +\delta a \in Q \), hence \( -\int^*2.2(P[1..i] = Q) \) holds.

Since \( r \) was arbitrary, \( -\int^*2.1(P[1..i] = Q) \) holds, and so \( Q\&(-\int q) \) is a derivation.

Overall, the lemma is proved by induction.

\[ \text{Lemma 14} \quad \text{If} \ P \ \text{is a derivation in a defeasible theory} \ T \ \text{then} \ P(-\delta, +\int := -\delta^*, +\int^*) \ \text{is a derivation in} \ T. \ \text{So} \ +\int(T) \subseteq +\int^*(T) \ \text{and} \ -\delta(T) \subseteq -\delta^*(T). \]

\[ \text{Proof} \quad \text{As for Lemma 13.} \]

\[ \text{Proof of Theorem 7} \]

For part (a):

\[ +\Delta(T) \subseteq \quad \text{Lemma 9} \]
\[ +\delta^*(T) \subseteq \quad \text{Lemma 13} \]
\[ +\delta(T) \subseteq \quad \text{Lemma 12} \]
\[ +\delta(T) \subseteq \quad \text{Lemma 11} \]
\[ +\int(T) \subseteq \quad \text{Lemma 14} \]
\[ +\int^*(T). \]

For part (b):

\[ -\int^*(T) \subseteq \quad \text{Lemma 13} \]
\[ -\int(T) \subseteq \quad \text{Lemma 12} \]
\[ -\delta(T) \subseteq \quad \text{Lemma 11} \]
\[ -\delta^*(T) \subseteq \quad \text{Lemma 14} \]
\[ -\Delta^*(T). \]

For part (c): The strict inclusions for (a) are shown as follows. For \( +\Delta(T) \subset +\delta^*(T) \) we consider the theory consisting of a single defeasible rule \( \Rightarrow a \). Clearly, \( -\Delta a \) as there is no strict rule in the theory, and so \( a \notin +\Delta(T) \), but \( +\delta^* a \). For \( +\delta^*(T) \subset +\delta(T) \) one can use the theory of Example 2. For \( +\delta(T) \subset +\delta(T) \) this is shown by the theory of Example 1 where we have \( +\delta \Rightarrow \text{guilty} \) but \( -\delta \Rightarrow \text{guilty} \). For \( +\delta(T) \subset +\int(T) \) we can use again Example 1 where we have \( -\delta \Rightarrow \text{responsible} \) and \( +\int \Rightarrow \text{responsible} \). Finally for \( +\int(T) \subset +\int^*(T) \) we can use Example 3 where we have \( -\int q \) but \( +\int^* q \).

The strict inclusions for (b) are shown as follows. For \( -\int^*(T) \subset -\int(T) \) consider the theory of Example 3, extended by adding \( r_5 > r_6 \) to the superiority relation. Then \( +\delta p \) and not \( +\delta^* p \).
so $q \in -\int(T)$ and $q \not\in -\int^*(T)$. For $-\int(T) \subset -\partial(T)$ consider the theory $T$ with just the rules $\Rightarrow q$ and $\Rightarrow \neg q$ (the superiority relation is empty). Then $q \in -\partial(T)$ but $q \not\in -\int(T)$. For $-\partial(T) \subset -\delta(T)$ consider the theory of Example 1. We can prove $+\int\text{responsible}$ but not $+\partial\text{responsible}$. Hence $-\text{guilty} \in -\delta(T)$ and $-\text{guilty} \not\in \partial(T)$. For $-\delta(T) \subset -\delta^*(T)$ consider the theory of Example 3. We can prove $-\delta^*p$ but not $-\delta p$. Finally, for $-\delta^*(T) \subset -\Delta(T)$ consider the theory consisting of the single rule $\Rightarrow q$. Then $-\Delta a$ is provable, but not $-\delta^*q$. 

\[\square\]